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Abstract— In this paper we present a comparative analysis 

between statically methods based on PCA analysis and an 

expert system built to identify tree species based on their GC-

FTIR and UV-VIS-IR spectra. We also present a spectroscopic 

analysis to evaluate the relevance of each type of sample set on 

which recognition of an unknown sample is based.  

Keywords— statically methods, PCA analysis, deep learning 

methods 

I. INTRODUCTION 

The Environmental monitoring and especially prevention of 
degradation is currently a major challenge. Soil degradation, 
reduction of forested areas, global warming, etc., all generate 
effects difficult to assess in the future. In this respect, any 
effort to identify changes in environmental monitoring and 
ground is welcome Lately, a great emphasis has been placed 
on inventorying and monitoring the dynamics of vegetation. 
in this paper we briefly present the identification methods 
used to differentiate and identify tree species. 

 

Fig. 1. The reflectance measurement 

 

II.  THEORETICAL ASPECTS 

The identification of tree species by optical methods is at 

present a desideratum. In fact, it is intended to be able to 

identify plant and tree species in real time based on aerial 

images taken from UAVs or planes.  

  

 

 
Fig. 2. The reflectance spectra for maple leaf sides 
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Nowadays, procedures based on data analysis on the 

computer have become the best way to facilitate the 

interpretation of spectral data. Among the different methods, 

infrared spectrometry and UV-VIS spectrometry are popular 

and versatile tools for the identification and structural 

analysis of complex compounds [1-2]. Since spectral, many 

species are difficult to distinguish in the visible field, it 

results that the strongest applied techniques are needed to 

identify them. The utility of UV-VIS-IR spectroscopy is as 

follows. 

 This reflection coefficient generally depends on the 

wavelength. In figure 2 is presented the reflectance for a 

maple leaf for each side. As can be seen from Figure 2, in the 

visible field, i.e. between 400 nm and 700 nm, the spectra 

cannot be easily distinguished. 

 

 
 

Fig. 3. The reflectance spectra for a set of maple leaf sides 

If we wish to keep a data base with these UV-VIS-IR spectra, 

the specimens of the tree leaves belonging to the same 

species form a family of curves that show certain differences 

(Fig. 3). As can be seen from Figure 3, in the visible field the 

differences between spectra cannot be easily distinguished. 

 

 
 

Fig. 4. The reflectance spectra for a maple (sample A_0), white poplar 

(sample A_1) and acacia (sample B_1) leaf sides 

The algorithm considered [3-4]. was applied recursively 

starting with the first three spectral images. After 

investigating and obtaining the clusters following the process 

described below, a set of conventional colours is chosen and 

the map is coloured using these conventional hues. 

Preliminary processing [4-6]: 

a) Rows are observations (individuals) and columns 

are variables 

b) Any missing value in the data must be removed or 

estimated. 

c) The data must be standardized (i.e., scaled) to make 

variables comparable. Recall that, standardization consists of 

transforming the variables such that they have mean zero and 

standard deviation one 

d) The classification of observations into groups 

requires some methods of statistical analysis as Pearson 

correlation and PCA analysis. In this paper, we present, by 

comparison, two classical methods: statistical approach vs 

deep learning technique. 

SVM (Support Vector Machines) is a technique in 

machine Learning and Data Mining used for supervised 

learning. Supervised Learning means obtaining the 

parameters of a function (called classifier) that maps the 

input to an output based on training data that contains many 

examples of input and output. The set of examples is called 

training data. 

The idea of SVM is to find a hyperplane which 

maximizes the margin, separating the positive from negative 

examples from input data. The margin between two classes 

represents the longest distance between closest data 

examples from those classes. [1] The generalization of the 

classifier is better (hence the classification error is lower) 

when the margin between is larger. Support vectors are the 

nearest points from the two classes considered. The optimal 

hyperplane is obtained based only on support vectors and not 

by other points. 

Hyperplane term means that the dimensionality of 

the plane is by one less than the dimensionality of the entire 

space R^n. A point is a hyperplane in R; a line is a 

hyperplane in R^2; a plane is a hyperplane in R^3, and so on 

[2]. 

Kernel trick, with the name taken from the use of 

kernel functions which maps the attribute space from a lower 

dimensional to a higher dimensional space. The coordinates 

in the higher dimensional space are not computed for the 

data, the inner product of the point in lower dimension gives 

the distance between point in the higher dimension [7-8]. 

SVM was designed for binary classification. Multiclass 

classification problem is divided into multiple binary 

classification problems [8, 9]. There are multiple methods for 

obtaining binary classification (one versus all, one versus 

one, Directed acyclic graph SVM, Error-correcting output). 

The approach used in this article is one versus one in which 

multiple binary classifiers are used to distinguish between 

every pair of classes. Advantage of SVM is that it can be 

used with both linear and nonlinear data (by using kernel 

method). The disadvantage is that the model is not self-
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explanatory (but it can be explained by the use of decision 

trees [10]. 

III. EXPERIMENTAL RIG 

In this work, a series of 24 leaf set of each tree species 
from the independent Forest were considered. The UV- VIS-
IR spectrometer was of Elmer Perkins lambda type with 
good performances between 190 nm (UV) to 1190 nm (IR). 
Each sample was scanned twice, for each side, and the 
scanner results were recorded in a special database with the 
spectral record. 

IV. EXPERIMENTAL RESULTS 

At first we considered the methods of statistical analysis, 
taking the first 3 studied species of trees: maple, white poplar 
and acacia. 

Considering preliminary statistical approaches, for 
example, for the first 9 samples of maple and white poplar. 

 

 
Fig. 5. The Pearson correlation coefficients for maple and white poplar 

leaf samples 

  
By comparing, for example, the reflection spectra 

between the leaf faces of the same species, the correlation 
coefficients sometimes have lower values than in the 
previous case (Fig. 6). 

This clearly leads to the fact that classical methods based 
on correlation matrices - such as the PCA method - can no 
longer be used successfully (Fig. 7). 

 

 
 

Fig. 6. The Pearson correlation coefficients for maple leaf sample 

 

 
 

Fig. 7. The PCA statistical analysis for maple and white poplar leaf samples 

 

As it is known, the PCA method follows the grouping of 

factors that inflate a set of data so as to minimize the data set 

variation and group by the influence of the data set 

parameters. In our case, for the spectra of the first three tree 

species, the PCA method assigns the same facto all 6 data 

types (Fig. 7). 
 

 
 

Fig. 8. The PCA statistical analysis or the principal component 

A more careful analysis (Fig. 8) highlights the fact that data 

sets related to the leaves of a species sometimes correlate 

better with data sets of reflection spectra on the backs of 

other leaf species. 

It was necessary to have an expert identification and 

discrimination method. Many papers in the literature expose 

different methods of identification and discrimination using 

ANN neural networks with flexible structure with a small 

number of layers of internal memory. These methods will be 

investigated and analysed in future works. 
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First of all, it was read the MATLAB database and it was 

able to visualize in scatter plot the distribution of maple and 

white poplar samples in the representative space (Fig. 9). 

All methods of classification learner have been tested: linear 

discriminant, quadratic discriminant, linear SVM, quadratic 

SVM, cubic SVM, fine Gaussian, medium Gaussian and 

coarse Gaussian, and respectively fine KNN, medium KNN 

and coarse KNN (Fig. 10). 

The better preliminary result is the one obtained for quadratic 

SVM for which the accuracy is 97.2% and the percentage of 

false positives is below 5% 

 

 

Fig. 9. Preliminary separation procedure between maple and white poplar 
samples 

 

 

 

Fig. 10. Preliminary separation procedure using quadratic SVM method 

 

V. CONCLUSIONS 

In this paper we present the results of implementing a 
machine learning algorithm to identify the species from a 
UV-VIS-IR spectra database. The results obtained in 
comparison to reference data are encouraging. The results 

obtained under laboratory conditions will then be resumed by 
diffuse spectrum conditions, i.e. obtained in the sunlight. In 
this way, procedures that prove to be correct and effective at 
this step will be resumed for the classification of spectra 
obtained in natural light. Considering the possibilities of 
improving the algorithm, the research should be continued. 
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